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Introduction

Sujet : classification des feuilles

Convolution Neural Network (CNN)

Source : Basics of CNN in Deep
Learning, Debasish Kalita
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e Objectifs :
o Convoletion  Convolition M ’ P
o classification automatique avec CNN e N
- Feature Maps - wm
o optimiser des modeéles Fesnre Caacton Cusstaton o

m varier les hyperparametres, parameétres de I’architecture
m avec entrainement, test et validation sur banque annotée
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Optimisation de I'entrainement :

Batch size : 32
Epoch : 20

Learning rate : 0.0001

{ — val_l8s

Model: "sequential"

Layer (type) Output Shape Param #

first_conv_layer (Conv2D) (None, 126, 126, 32) 896 b 4
max_pooling2d (MaxPooling2 (None, 63, 63, 32) 0

D)

conv2d (Conv2D) (None, 61, 61, 64) 18496

max_pooling2d_1 (MaxPoolin (None, 30, 30, 64) 0

g2D) g
conv2d_1 (Conv2D) (None, 28, 28, 128) 73856

max_pooling2d 2 (MaxPoolin (None, 14, 14, 128) 0

g2D)

last conv_layer (Conv2D) (None, 12, 12, 128) 147584

max_pooling2d 3 (MaxPoolin (None, 6, 6, 128) 0

g2D) et}
flatten (Flatten) (None, 4608) 0

dense (Dense) (None, 128) 589952

dense_1 (Dense) (None, 4) 516
Total params: 831300 (3.17 MB)
Trainable params: 831300 (3.17 MB)

Non-trainable params: 0 (0.00 Byte)
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Test score: 0.209
Test accuracy: 0.928




Optimisation de I'entrainement : hyperparametre

Batch size : 32

Epoch : 20—200 + early stop .| - = B :;w\w_\
Learning rate : 0.0001 \ b f‘”"’
U\” I|'I|I 0 ’r{f\
\~ \ _ |
Overfitting ?L
Test score: 0.202
Test accuracy: 0.924




Optimisation de I'entrainement : hyperparametre

Batch size : 32128
Epoch : 200 + early stop
Learning rate : 0.0001
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Test score: 0.188
Test accuracy: 0.929




Optimisation de I'entrainement : architecture

Batch size : 128

Epoch : 200 + early stop
Learning rate : 0.0001
Dropout: n°1:0.3

Model: "sequential 3"

Layer (type) Output Shape Param #
first_conv_layer (Conv2D)  (None, 126, 126, 32) 896
max_pooling2d_12 (MaxPooli  (None, 63, 63, 32) 0
ng2D)
conv2d_6 (Conv2D) (None, 61, 61, 64) 18496
max_pooling2d 13 (MaxPooli  (None, 30, 30, 64) 0
ng2D)
conv2d 7 (Conv2D) (None, 28, 28, 128) 73856
max_pooling2d 14 (MaxPooli (None, 14, 14, 128) 0
ng2D)
last_conv_layer (Conv2D) (None, 12, 12, 128) 147584
max_pooling2d 15 (MaxPooli (None, 6, 6, 128) 0
ng2D)
flatten 3 (Flatten) (None, 4608) 0

I dropout (Dropout) I (None, 4608) 0
dense_6 (Dense) (None, 128) 589952
dense_7 (Dense) (None, 4) 516

Total param: 831300 (3.17 MB)
Trainable params: 831300 (3.17 MB)
Non-trainable params: 0 (0.00 Byte)
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Test score: 0.188
Test accuracy: 0.941




Optimisation de I'entrainement : architecture

Batch size : 128

Epoch : 200 + early stop

Learning rate : 0.0001

Dropout: n°1:0.3 tos securacy

— wal_loss -]
°2: —=
n<. w
Model: "sequential 4"
n 2 a8
LayeUt.ye Output Shape Param #
first_conv_layer (Conv2D) (None, 126, 126, 32) 896
max_pooling2d 16 (MaxPooli (None, 63, 63, 32) 0 -
ng2D) - & 08 |
5 :
conv2d_8 (Conv2D) (None, 61, 61, 64) 18496 E
max_pooling2d 17 (MaxPooli  (None, 30, 30, 64) 0
ng2D) o4
10y
conv2d_9 (Conv2D) (None, 28, 28, 128) 73856
max_pooling2d 18 (MaxPooli  (None, 14, 14, 128) 0
ng2D)
! azr
last_conv_layer (Conv2D) (None, 12, 12, 128) 147584 vy
max_pooling2d 19 (MaxPooli (None, 6, 6, 128) 0 H 7 P P - e M 70 P ey ¥ e
ng2D) Epoques Epaques
flatten_4 (Flatten) (None, 4608) 0

dropout_1 (Dropout) (None, 4608) 0 10_)20
L&m@g_l (None, 128) 589952 Test score: 0.145

I dropo;t_z (Dropout) I (None, 128) 0 LeSS overfitting

Test accuracy: 0.955

Total params: 831300 (3.17 MB) 7
Trainable params: 831300 (3.17 MB)
Non-trainable params: 0 (0.00 Byte)



Optimisation de I'entrainement : architecture

Batch size : 128
Epoch : 200 + early stop
Learning rate : 0.0001
Dropout: n°1:0.3 -0.5
n°2 :
0.3 g

Less overfitting

Test score: 0.194
Test accuracy: 0.928




Optimisation de I'entrainement : hyperparametre

Batch size : 128—256
Epoch : 200 + early stop
Learning rate : 0.0001
Dropout :1 x 0.5
1x0.3 i

Less. ALCUracy

Test score: 0.208

Less noise Test accuracy: 0.920




Modification de I’architecture

Réduction du nombre de noyaux :
831 300 — 687 908 parameters

Model: "sequential 7"

“TLayer (type) Output ShapeH Param # Lass k(urx,.
— I I — il il
first_conv_layer (Conv2D) (None, 126, 126, 16) 448 — A s
max_pooling2d 28 (MaxPooli (None, 63, 6) 0 10° 1
ng2D) o
conv2d_14 (Conv2D) (None, 61, 4640
[ %
max_pooling2d_29 (MaxPooli (None, 30, 0
ng2D)
L]
conv2d_15 (Conv2D) (None, 28, 28, 64) 18496 g g
max_pooling2d 30 (MaxPooli (None, 14, 14, 64) 0 i a3
ng2D)
last conv_layer (Conv2D) (None, 12, 12, 128) 73856 o4
max_pooling2d 31 (MaxPooli (None, 6, 6, 128) 0 a3
ng2D) |
flatten_7 (Flatten) (None, 4608) 0 [ %] j — wval_scouracy
BOUTAE
dropout_7 (Dropout) (None, 4608) 0 ] L] . L ot ] ot ot ] 1] L] ] 1] L] 1] L. = X .2
-] it} 20 o a0 0 60 m 8O o w0 0 k] a0 £ &0 m 8o
dense_14 (Dense) (None, 128) 589952 Epoquet Epoguet
dropout78m (None, 128) 0
dense_15 (None, 4) 516 1 5 30
- Test score: 0.195
Total params: 687908 (2.62 MB) - - TeSt accuracY' 0'932
Trainable params: 687908 (2.62 MB) L f tt
Non-trainable params: 0 (0.00 Byte) ess over I In
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Modification de I’architecture

Ajout d’'une couche de convolution :
687 908 parameters —165 940

Model: "sequential 9" Lo%s Aecuracy
Layer (type) Output Shape Param # il bid og4 = wll_BEurasy
[0 ARy
first conv layer (Conv2D) (None, 126, 126, 16) 448 .
- - L]
max_pooling2d 37 (MaxPooli (None, 63, 63, 16) 0 g
ng2D) ard
Iconv2d718 (Conv2D) (None, 61, 61, 16) 2320 0%
max pooling2d 38 (MaxPooli (None, 30, 30, 16) 0 ;‘
ng 2D) gﬁxm" § as
Z£
conv2d 19 (Conv2D) (None, 28, 28, 32) 4640 ns
max_pooling2d 39 (MaxPooli (None, 14, 14, 32) 0 4
ng2D) A 03
conv2d 20 (Conv2D) (None, 12, 12, 64) 18496 Ay
LEET
max pooling2d 40 (MaxPooli (None, 6, 6, 64) 0
ng2D) ol
' = ¥ ¥ = N =
last_conv_layer (Conv2D) (None, 4, 4, 128) 73856 ] -] o 4 L4 BO o]
Epogari
max_pooling2d 41 (MaxPooli (None, 2, 2, 128) 0
ng 2D)
flatten_ 9 (Flatten) (None, 512) 0
dropout_11 (Dropout) (None, 512) 0 v

dense_18 (Dense) (None, 128)

589 952 parameters — 65 664
dropout_12 (Dropout) (None, 128) 0 Test score: 0-306

dense_19 (Dense) (None, 4) 516 TeSt accuracy: 0-887

Total params: 165940 (648.20 KB)
Trainable params: 165940 (648.20 KB) 1 1
Non-trainable params: 0 (0.00 Byte)




Optimisation de I'entrainement

Batch size : 128—256
Epoch : 200 + early stop
Learning rate : 0.0001
Dropout: n°1:0.5

n°2 :

0.3 -0.5

U] Ay f-ID BD 1o 120 140 b Q il L w0 a fled 120 1] 2]
Epeques Epogont

Less overfitti ng Test score: 0.176
Test accuracy: 0.950
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Test du modele sur plusieurs jeux de données

Test
Répétition | score | Testaccuracy | Erreurs
1 0,2275 0,9180 39
2 0,1552 0,9516 23
3 0,2967 0,8991 48
Test Test accuracy
4 0,3513 0,8739 60 | oa3s @ S - @ . @ Erreur
Y N 13A9 N oA74 25 . j_ 55 S
0.3 . o4 . ©
6 01243 (0.9558 21 . " -
0.25 o33 o
7 0,1942 0,9327 32
. %
8 0,2611 0,9096 43 02 . 0 . " :
.
9 0,2153 0,9327 32 o5 * 088 @ o Q _ 1
10 0,2072 0,9432 27
Moyenne 0,2170 0,9264 35
Ecart-type | 0,0714 0,0261 12

Evaluation des répétitions "




Interprétation : Matrice de confusion

black_rot

e 100% de prédiction pour cedar apple rust c£. o010 0.057 0.089
= 0.6
E =
e Prédiction moins précise pour apple scab o 3
e
age ': E|
o Faux pC,)SItIf. avec cedar apple rust 5. o000 T 0.4
o Faux négatif avec healthy !
B
2 - 0.2
E'- 0.000
#
1 i ' = 0.0
black_rot healthy cedar_apple_rust  apple_scab

Prediction
Matrice de confusion de la répétition n°6

14



Interprétation : Gradcam > o o6

Valeur de la heatmap

Bonne classification : Mauvaise classification :

Vérité terrain : cedar apple rust Vérité terrain : healthy
Prédiction : cedar apple rust Prédiction : healthy Vérité terrain ; healthy - Prédiction ; black rot ow,.u terrain - apple_scab - Prédiction - healthy
0 - [—

Heatmap first layer Heatmap first layer Heatmap first layer ©
© ® 80 @ %0 €0 0 100




Conclusion
o Meéthode — modéele +/- précis
o Variation du modele selon le jeu de données
o Plus grande variation de prédiction : apple scab

Perspectives
o Utiliser une plus grande banque d’'images annotées
o Tester d’autres architectures :
augmenter le nombre de noyaux, jouer avec plus de dropouts,

o Automatiser pour trouver les parametres adaptés : random/boucles



Pour aller plus loin...

rom_dossier_autofinds “Autofind 31" sapechoisir le nom &= la recherche avto
Fimporting random search

e recherche automatique des parametres e

Flrom baras-tuner

biect
FARICréation du modele aléatoire avec ses différentes Caractéristigues possidles! ex sb de couthes, O AOysux. .. m Nl}"‘”ﬂ‘ 4
661 build_modeline) o0 FURTCracy”, #5870 peut Changer val_srcuracy
model = keras.Sequestiall! m_trials o 3¢,
Comaan! directory= sows_dossier_modele,
filtersehp, Int{ conv 1 fiiter", min_valves32, max_valvesté, stepelf),ssasicl en peut sodifler Mreject_nmmes non_gess ler_sutofind ) 8600cn peut mttiv S, 15, 20
kerael_shzeshp. Chotce( "conv_t_kernel's valuess(), 5, 7,51),000¢ici on peut soditier [3,5,7,9) RSGRIEN MSE: ParamE
sctivations rely’, tuner.search (X trals, y trais, validaticn datam(X test,y test), class weight = class welghts, Fajuite les polds
Lepwt_shapesX_train(e),shape epechsnifg, batch sirestd,
). verbosesi,
MaxPoslinglOipoel_sires(2, 21), callbacks riy_step)
) #palcs on peut modifler le nostre d'époque S¢ base c'étalit 3, &8
Comvio|
filtersehp, Enti conv_2_fLter”, min_valeeshd, man_valeeslSs, stepslf) exericl on peut madifier san_values128 #callbackss [Model _check, eariy_stop ,redece_Lr)
kersel_sizeshp.(hotcel 'conv_2_kermel', valuese|}, 5]}, tuner. reselts_sussaryl()
activations rely’ model « tuner.get_best_models (num_models=1)[0)

)y
MaxPosling20iposl _sizes(2, 2)),
fsumsary of best sodel

Convid| sodel.summary() ## affiche les caractéristiques o sodtle saef le taus de dropout , Les Al y o a pay
filtersohp. Int{"com 3 _filter®, min_valuoetd, max_valves512, stepelf) sranicl On powt sedifisr, sas_values12s
kersel_size«hp. Cholcel 'conv_3_kersel', valuess(d, 5], Trial 20 Cosplete [20h 03s 37s)
sctivations"rely’ val_bccuracy: 0.9327733132507324
Iy
MaPooling20iposl _sizest(2, 21), Best val_sccuracy So Far: 0.9621848484012146
Total elapsed time: 000 &da 455
Conval! Results sussary
filtarsehp, Int{ conv, ) _filter", min_valseetd, sax_valees3)2, stepelf) Ardnicl oo pevt sedifinr, =sa values12s Results in Jcontent/Qdrive/MyDrive/resultats_test_89_11/sodele_0/Autofing L
kersel_sizeshp.Cholcel ' comv 3 kermel', valuess(), 5)), Showing 10 Best trials
activations rels’ Objectivelnanes™val_accuracy™, directioss"max”)
)y
MaxPooling2diposl_sizes(2, 21), Trial 00 summary

Hyperparaseters:

Flattent), conv_1_filters 48 RandomSearch,

Oropaut{8.5), :w:';'::{:l' H

Denset oy Hyperband,

b o)L Javen BayesianOptimization,
Wrepeutiv.g), lurn;n; eat

usitsehp, Int("dense 1 _usits®, nin_valses)l, nax_valses1)3, stepeltl), ouv.2nentls: $
- L0001
keras. Layers.Oenseld, activations‘seftmax’] # (hange 4 1o the sumber of output classes BIFICL on set Le rosdre de classe (1a so Score: 9.96218484640121046 Sklea rn

t " conv_3_filter: M8
sctivationsrels conv_) kerral: 5
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Interprétation : Matrice de confusion

e 100% de prédiction pour cedar apple rust

e Prédiction moins précise pour apple scab
o Faux positif avec cedar apple rust
o Faux négatif avec healthy

Movenne et écart-type de prédictions des 10 modéles :

Modéle black_rot healthy |cedar_apple_rust |apple _scab
mean 9562 91,85 98,83 89,03
sd 2,21 3,40 1,25 6,25

Verite terrain

black_rot

healthy

1.000

apple_scab cedar_apple_rust

- 0.0

I
black_rot healthy cedar_apple_rust  apple_scab

Prediction
Matrice de confusion de la répétition n°6
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